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Abstract: The arcus cornea is an eye problem that is often encountered among older people, but the 

situation is risky to teenagers and young people, in which it gave a sign the presence of lipid 

abnormalities in their blood and the risk of disease problems such as diabetes and heart disease. This 

paper presents the classification of the arcus cornea, using the extraction of texture features of the gray 

level co-occurrence matrix, along with several models of the classifiers, namely as scale conjugate 

gradient, Bayesian regulation, and Levenberg-Marquardt. Percentage fractions for training, testing and 

validation for classifier are 70%, 15%, and 15% respectively. The comparison of the classifiers used by 

the past researchers for classification the eye abnormalities, also were analyzed and studied in this 

work. In this experiment, a total of 125 image eyes were used, consisting of two classes of the eye 

image, which is normal and abnormal. The best result demonstrated in this proposed framework using 

Bayesian regulation classifier is, a sensitivity of 96%, and a specificity of 100%. However, this 

classifier did not achieve perfectly classification or an accuracy of 100%. Nevertheless, it is able and 

evident that the system is effective by the output of 98.4% accuracy. 

 

1. Introduction  
 

Corneal arcus (CA) is the symptom of hyperlipidemia. The forming of lipids around the iris is due to 

excessive levels of fats in the blood, will cause the development of CA. Figure 1 (a) shows, the 

examples of eye abnormalities, with the presence of lipid as a white ring, at the sclera-iris area. While, 

the normal eye in Figure 1(b), show it is clear from the presence of CA.  

 

 
Figure 1. Examples of images used in this experiment, (a) the situation seemed to be like the white ring is clearly visible as a 

result of lipids that exist, (b) the eyes are free from the condition of the white ring (lipid). 
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The presence of CA normally happen to the elderly group, aged 50 years and above[1]. However, this 

situation is unusual if it happens to individuals aged 40 years and below as specified by [2]. This lipid 

thickness according to [1], normally occur between 0.3 to 1 mm width. 

 

The researchers [3]–[11]have studied about CA, some of them agreed, the presence of CA are 

associated with the abnormal lipids in the blood. While others say, it is due to other factors such as 

smoking and alcohol intake [4]. 

 

In [12], the fuzzy k-means was used in order to extract the features from the eye images. These 

features are fed to the radial basis function network (RBFN) for training and testing. About 150 

samples including normal and abnormal (i.e. suffer from CA, glaucoma, and cataract) are used in their 

experiment. Their proposed system shows an excellent performance for classification, with a 

specificity of 100%, a sensitivity of 90%, and the overall accuracy is 95%. 

 

In another work Acharya [13] et al., have made a comparison between the three types of classification 

techniques for classify the abnormalities of the eye. A total of 135 subjects used for the classification 

of eye diseases. Their results produce more than 85% for sensitivity, and specificity was 100%. 

 

Mahesh [14] et al. used the support vector machine (SVM) for diagnosing the CA. Using five 

attributes of statistical features such as mean, standard deviation, entropy, skewness, and kurtosis.  

These features are swapped to SVM classifier for training and testing. The result demonstrated by 

their proposed system as following: sensitivity (94%), sensitivity (98%) and accuracy (96%). 

 

Another research study on CA, such as work done by Nasution et al. [15]–[17]. The proposed system 

developed based on a digital image acquisition system, using low cost components. In their work, the 

hybrid N-feature neural network (HNFNN), for recognition is used. The system they developed, 

providing an accuracy of 93.6% in determining the length of the arc CA [15]. 

 

The proposed method using OTSU threshold has been explained by the authors in previous studies for 

detecting the CA [18].  It has been identified the drawback related to the image intensity, because the 

work depends on the threshold value of the histogram for image classification to distinguish between 

normal and abnormal eye's image. The problem will appear when various intensity values of images 

are used. To overcome this problem, in this paper, a different approach to classifying the data-set 

classes is proposed. 

 

The novelty of this work, the used of the frame-work as proposed. Where, the classification data-set 

using the classifiers (BR, LM, and SCG) which never been tried for this problem (classification CA). 

This is for filling the gap of the studies for trying another method to solve the problem of CA's 

classification. This work conducted to improve the findings of previous studies conducted by other 

researchers. The CA's presence normally occurs most frequently in the older peoples. However, in the 

case of CA happen upon the younger, it is reported significant to show, there is the abnormality of 

lipid in blood. 

 

2. Methodology 

 

The automated system for CA classification uses the eye image as an input in order to find the lipid 

deposition (like a white ring) presence in the eye, specifically in the peripheral cornea. This paper 

presents a method for the screening of CA appearance, using eye images. Figure 2, shows the 

proposed framework applied in this paper. This proposed system divided into three stages, i.e. image 

extraction, features vectors and image classification. In the first stage (stage I), the image input in the 

form of RGB images will be converted to the grayscale intensity image. The extraction of the image 

features is acquired from the properties of the mage using the gray level co-occurrence matrix 

(GLCM). In stage II, the features statistical values are calculated from this GLCM's matrix. In final 
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stage, the classifier is trained, tested and validated using the statistic's features calculated from the 

GLCM's output. 

 

 
Figure 2. The framework for the proposed system for CA classification 

 

Several data-set have been used in this experiment. These data-sets are divided into two groups, which 

are the normal and abnormal image contain CA presence. For normal data-set the sample acquired 

from the free database sources such as from Institute of Automation, Chinese Academy of Sciences 

[19],[20] and IITD databases [21]. While, for second group (i.e. the abnormal eye) obtained from 

medical websites, and journals related to the CA study[1], [3], [12], [15], [22]–[24]. 

 

Pre-processing 

The first stage of this work is the pre-processing, for this the images are processed for normalizations 

from the data-set. The process begins with localization and detection two approximate circles. These 

circle namely as the inner and the outer circle. The inner circle is the region of pupil boundary, while 

the outer-circle represents to the sclera-iris boundary. The iris localization process, is to detect the 

center-point of the iris and pupil. From these center-point of pupil and iris, the inner and outer ring 

can be used for the next process, which is the segmentation (Figure 3).The segmentation process 

begins by detect the circle of both circle of pupil and iris. The segmentation is done based on circle 

radius and center of both boundaries. After successful detection of the circle around the iris and the 

pupil, the circles are drawn on the both boundaries to mark the pupil and the iris boundary. The 

process will involve grey scale conversion, enhancement, morphological, and detecting circle using 

the Daugman Integro-differential operator (DIDO) [25].The process, including detection of the circle 

or boundary of the iris and the pupil. After detecting of the iris and the pupil region, the unwanted 

area outside the outer region of the iris is eliminated. This refers to the process called cropped 

(remove the unwanted area). The segmentation iris will be transformed to a rectangular shape using 

Daugman rubber sheet technique [25] become the normalization image. 

 

 
Figure 3. The localization and segmentation result of pupil and iris, (a) pupil segmentation, (b) segmentation of inner and 

outer boundary (both pupil and iris). 

 

In (1), present the DIDO equation where, I(x, y) is the eye domain for the eye image data-set. The 

function will find over the image domain of x and y, for the maximum in the blurred partial-

derivatives referring to the radius r, of the normalized contour integral, I(x, y). This searching involves 

along a circular arc ds of radius r and the center coordinates (x0, y0). The convolution ∗ symbol, in (1) 
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serves as a smoothing function such as a Gaussian with the scale of sigma (σ). Operator DIDO act as 

the circular edge detector blur according to scale of sigma σ, which examines repeatedly all over the 

image space over the parameter set (x0, y0, r) [25], [26]. 

 

𝑚𝑎𝑥 𝑟 ,𝑥𝑜 ,𝑦𝑜  𝐺𝜎(𝑟) ∗
𝜕

𝜕𝑟
 

𝐼 𝑥 ,𝑦 

2𝜋𝑟
𝑑𝑠

.

𝑟 ,𝑥𝑜 ,𝑦𝑜
    (1) 

 

To describe this condition, Figure 4 illustrates how this normalization is performed using Daugman’s 

rubber sheet. All points inside the iris area of this model are remapped to polar coordinates (r, θ). For 

this θ represents as the angle [0, 2π] while r is the interval [0, 1]. This remapping process Cartesian 

coordinates I(x, y) to polar coordinates (r, θ). 

 

 
Figure 4. The normalization of the segmented image transform from Cartesian to polar coordinates. 

 

Features Extraction 

The second stage of the experiment, is the features extraction process. Feature' sex traction is related 

to dimension reduction and dimension selection of images. When the input data (image) processed to 

the algorithm is too big then it needs to be changed into a set of the texture features that it can also be 

characterized as a feature-vector. In this experiment the gray level co-occurrence matrix (GLCM) is 

implemented for feature extraction. 

 

Gray Level Co-occurrence Matrix(GLCM) 

By using GLCM, the matrix image formed as a result of the distribution of co-occurring values 

according to the setting of the offset can be obtained. This offset can be set in the following ranges of 

the orientation constant (0°, 45°, 90°, and 135°)[27].  

 

 
Figure 5. The Pixels movement by the angle of the array offset in GLCM. 

 

Given, I as represents the image, of the 𝑁 × 𝑁, thus the co-occurance matrix of P can be defined as:  

𝑃(𝑖, 𝑗 | ∆𝑥 = 1, ∆𝑦 = 0). Where the  ∆𝑥 , ∆𝑦 , is the offset specifying the distance between the pixel-

of-interest and its neighbour. The orentation of the angle offset can be represent by the distance (i.e. [0 

∆] for 0°, [-∆, ∆] for 45°, [-∆ 0] for 90°, and [-∆ −∆] for 135°). The GLCM can be divided into three 

main direction, namely as horizontal (0°), vertical (90°), and diagonal. And for diagonal it has two 

directional of analysis, that is bottom left to top right (-45°) and bottom right to top left (-135°). Each 

of these directional analysis offsets are denoted as; P0°, P45°, P90°, & P135° respectively as illustrate 

in Figure 5. 
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Texture Features  

The following definition and their equation are referring to the image features. As shown in Figure 2 

the notation of 𝑓1 , 𝑓2, 𝑓3 , 𝑓4 , and 𝑓5 refer to contrast, correlation, energy, homogeneity and entropy. 

In contrast (f1), the local variation will be calculated from the GLCM matrix and obtained from 

calculations in (2). 

 

𝑓1 =   𝑖 − 𝑗 2 𝑝(𝑖, 𝑗)

𝑖 ,𝑗

 
(2) 

 

The correlation (f2),  measures the amount of joint probability occurrence of the specified pixel pairs 

in the images as (3).Where  𝜇 is the GLCM mean, given by,  −  𝑖𝑃𝑖𝑗
𝑀−1
𝑖 ,𝑗=0  . 

 

𝑓2 =  
(𝑖 − 𝜇𝑖)(𝑗 − 𝜇𝑖)𝑝(𝑖, 𝑗)

𝜎𝑖𝜎𝑗
𝑖 ,𝑗

 
(3) 

The energy(f3), provides the amount of squared elements contain in the GLCM matrix, also known as 

the angular second moment or uniformity, as described by (4). 

 

𝑓3 =  𝑝 𝑖, 𝑗 2

𝑖 ,𝑗

 
    (4) 

The homogeneity (f4), measures the nearness of the distribution of components in the GLCM to the 

diagonal of it. 

𝑓4 =  
𝑝(𝑖, 𝑗)

1 +  𝑖 − 𝑗 
𝑖 ,𝑗

 
(5) 

In the image processing, the entropy (f5) is used to calculate the statistical attributes for determined the 

image texture. It's can be described as: 

 

𝑓5 = −  𝑝𝑘 log2(𝑝𝑘)

𝑀−1

𝑘=0

 

(6) 

 

According to [28], feature selection is an important step in data processing where it can reduce 

irrelevant features [29], and improve the performance of classification. In [30], they used the Kruskal-

Wallis, test to the suitable features from the electroencephalogram (EEG) for identify the hand 

movement.  

 

We used the non-parametric Kruskal-Wallis (KW) test, to ensure that the characteristics of the two 

groups are of the same distribution or otherwise. This test is a kind of non-parametric statistical 

measure extension from Wilcoxon rank test. Based on the KW test, ANOVA parameters, each of the 

individual characteristics of the features can be analysed. The Kruskal-Wallis test assumes that all 

samples come from populations having the same continuous distribution, apart from possibly different 

locations due to group effects, and that all observations are mutually independent. By contrast, 

classical one-way ANOVA replaces the first assumption with the stronger assumption that the 

populations have normal distributions. The probability (P) value obtained by the KW test shown in 

Table 1 demonstrated that the individual features for the normal and abnormal data are not the same 

distribution, at a significance level of 5%.  

 

 Table 1 shows the statistical analysis using KW for all features proposed in this experiment, namely 

as the contrast (f1), correlation (f2), energy (f3), homogeneity (f4), and entropy (f5). The p-values in the 

last column of Table 4 are compared to the Chi-square values for showing the features are significant 

or not. From this table all feature except feature 3, indicate rejects the null hypothesis that the features 
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come from the same distribution at a 5% significance level.  

 
Table 1. Kruskal-Wallis ANOVA Table 

Features χ2 p >χ2 

Contrast (𝑓1) 8.9451 0.0027822 

Correlation (𝑓2) 3.8418 0.04999 

Energy (𝑓3) 0.0705 0.79062 

Homogeneity (𝑓4) 16.872 4.00E-05 

Entropy (𝑓5) 5.1589 0.023128 

χ2 =chi-square, P=probability 

 

Classification 

The final stage in this proposed system is classification. This classification is the binary-classification 

of normal and abnormal classification. In this experiment, three classifiers are tested for determining 

the best classifier among these. The classifiers used are Bayesian regularization (BR), scaled 

conjugate gradient (SCG), and Lavenberg Marquardt (LM). 

 

The input of the statistical features are fed into neural network for training, testing and validation the 

data-set. For that the data-set are split in to 70% for training, 15% for testing and remaining 15% for 

validation. This ratio are implemented in the process of classification. 

 

Bayesian Regulation Back-propagation Algorithm  

The over-fitting problems often interfere in the training process of the neural network. For this reason, 

Foresee [31] used, the BR implemented within the framework of the Levenberg-Marquardt algorithm 

to solve this problem.  

 

In Equation (7), a data-set of D = {t, (pi )i= 1,….,n },pi is an input vector of the individual and vector of 

target of i and t respectively. W, is weight give to the network define a mapping of the input vector pi 

to the output𝑡 𝑖. M, is a network model in term of the architecture of the network. 𝐸𝐷, is the sum of 

squared estimation errors, (used as the typical objective function for network for early stopping) and 

n, is input-target pair defining in data-set.  

 

𝐸𝐷 𝐷 𝑤, 𝑀 =  (𝑡𝑖 − 𝑡 𝑖)

𝑛

𝑖=1

 
(7) 

  

In Equation(8), Ew is the sum squared weights which is added to the objective function of early 

stopping. It to smooth the interpolation through the training data of the network by penalize large 

weight.  

 

𝐹 = 𝛽𝐸𝐷 𝐷 𝑤, 𝑀 + 𝛼𝐸𝑤  𝑤 𝑀  
 

(8) 

The αEW in (8) is the weight decay and α, it favors small value of w and decreases the tendency of a 

model from over-fit [32], [33]. The posterior distribution of w given α, β, D and M state below as (9) 

 

𝑃 𝑤 𝐷, 𝛼, 𝛽, 𝑀  =
𝑃 𝐷 𝑤, 𝛽, 𝑀 𝑃 𝑤 𝛼, 𝑀 

𝑃 𝐷 𝛼, 𝛽, 𝑀 
 

 

          (9) 

In (9), D is the data-set for training, 𝑃 𝑤 𝐷, 𝛼, 𝛽, 𝑀  is the posterior probability of w 

and 𝑃 𝐷 𝑤, 𝛽, 𝑀  is the likelihood function of w. 𝑃 𝑤 𝛼, 𝑀  is the prior distribution of weight under 

M which is the probability of observing the data given w. 𝑃 𝐷 𝛼, 𝛽, 𝑀  is the factor of normalization 

for hyper-parameters 𝛼, 𝛽 as stated by [34]. They stated that the𝑃 𝐷 𝛼, 𝛽, 𝑀  does not depend on 
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weight w, the factor of normalization is [𝑃 𝐷 𝛼, 𝛽, 𝑀 =  𝑃 𝐷 𝑤, 𝛽, 𝑀 𝑃 𝑤 𝛼, 𝑀 𝑑𝑤].The weights 

w are assumed to be identically distributed, each following the Gaussian 

distribution 𝑤 𝛼, 𝑀 ~ 0, 𝛼−1 . Given this, the expression of joint prior density of w as in Equation 

(9). Assuming noise of training data and prior distribution of weights𝑃 𝑤 𝛼, 𝑀  are Gaussian, (10) 

and (11) can be established. 

𝑃 𝐷 𝑤, 𝛽, 𝑀 =
1

𝑍𝐷 𝛽 
exp(−𝛽𝐸𝐷) 

(10) 

  

𝑃 𝑤 𝛼, 𝑀 =
1

𝑍𝑤 (𝛼)
exp −𝛼𝐸𝑤   

(11) 

  

Where 𝑍𝐷 𝛽 =  
𝜋

𝛽
 

𝑛

2
 and 𝑍𝑤  𝛼 =  

𝜋

𝛼
 

𝑛

2
. Substituting equation (10) and (11) in (9) will 

obtained𝑃 𝑤 𝐷, 𝛼, 𝛽, 𝑀 =
1

𝑍𝐹(𝛼 ,𝛽)
exp −𝐹(𝑤) . From this 𝑍𝐹  can be derived, as in (12): 

 

𝑍𝐹 𝛼, 𝛽 = 𝑍𝐷 𝛽 𝑍𝑤  𝛼 . 𝑃 𝐷 𝛼, 𝛽, 𝑀  (12) 

  

The objective is to determine the weights for minimize F(w): this will 

maximizing 𝑃 𝑤 𝐷, 𝛼, 𝛽, 𝑀 .Once again using Bayes’ rule, 

applied 𝑃 𝛼, 𝛽 𝐷, 𝑀  =
𝑃 𝐷 𝛼 ,𝛽 ,𝑀 𝑃 𝛼 ,𝛽 𝑀 

𝑃 𝐷 𝑀 
.The Posterior density, 𝑃 𝛼, 𝛽 𝐷, 𝑀  has the same form 

with Equation (9). If we assume, P(α,β│M) which is the prior density as a constant (uniform), for the 

regularization parameter of α and β. Maximizing the posterior is obtained by maximizing the 

likelihood function, which is P(α,β│D,M), will give: 

 

𝑃 𝛼, 𝛽 𝐷, 𝑀  =
 

1

𝑍𝐷 (𝛽)
 exp −𝛽𝐸𝐷  

1

𝑍𝑊  𝛼 
 exp(−𝛼𝐸𝑤 )

 
1

𝑍𝐹(𝛼 ,𝛽)
 exp −F w  

 

 

(13) 

𝑃 𝛼, 𝛽 𝐷, 𝑀  =  
𝑍𝐹(𝛼, 𝛽)

𝑍𝐷(𝛽)𝑍𝑊(𝛼)
  

(14) 

  

By deriving Equation (14), the ZD(β), and ZW(α), are acquired. 𝑤𝑀𝑃  is the minimum point of the 

posterior density, where the gradient is zero. The estimation of ZF(α,β) can be obtained using Taylor's 

series expansion. By solving the normalization constant, the Equation (15) can be written, as;  

 

𝑍𝐹 =  2𝜋 
𝑁

2  det 𝐻𝑀𝐴𝑃  −1 
1

2exp −𝐹 𝑤𝑀𝑃   

 

       (15) 

H, is the Hessian matrix defines by 𝐻 = 𝛽∇2𝐸𝐷 + α∇2𝐸𝑊. Substitute the ZF as in Equation (15) in 

(14) and perform derivative of the log both sides of the equation and comparing them to zero, thus the 

optimal values of α nd β at w
MP

can be obtained as; 

 

𝛼𝑀𝑃 =
𝛾

2𝐸𝑤 (𝑤𝑀𝐴𝑃 )
 and, 𝛽𝑀𝑃 =

𝑛 − 𝛾

2𝐸𝐷(𝑤𝑀𝐴𝑃 )
 

(16) 

  

𝛾 = 𝑁 − 2𝛼𝑀𝑃tr(H𝑀𝑃)−1, defines as the effective number of parameters. It is the degrees of freedom 

in the neural network for giving the weights and biases effectively used by the network. The function 

F, Levenberg–Marquardt algorithm is minimizing using Levenberg–Marquardt algorithm by [35]. 
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Scaled conjugate gradient back-propagation algorithm  

According to [36], the scaled conjugate gradient technique is very suitable for the large networked 

operation because the matrix inverse calculation scales geometrically with the number of weights. 

Another application of SCG is in solving the issues related to pattern recognition problems. 

 

In [36] Hagan stated, a set of vectors {Pk} is mutually conjugate with respect to a positive definite 

Hessian matrix. In (17), shows the initial searching in the steepest descent direction with Po to be the 

negative of the gradient (−𝑔𝑜).  

 

In (18) the learning rate αk is selected in order to minimize the function during search direction. The 

scalar β is chosen by some different method based on the quadratic functions. In (19), a procedure 

similar to Gram-Schmidt orthogonal is applied[37]. 

 

𝑝𝑜 = −𝑔𝑜                          (17) 

 

𝑥𝑘+1 = 𝑥𝑘 + 𝛼𝑘𝑔𝑘                         (18) 

 

𝑝𝑘 = −𝑔𝑘 + 𝛽𝑘𝑝𝑘−1                         (19) 

 

Møller [38], introduced the optimization approach on SCG, where according to them this technique is 

more effective than back-propagation, conjugate gradient algorithm with line search (CGL), and 

Broyden-Fletcher-Goldfarb-Shanno memory-less quasi-Newton algorithm (BFGS). Their idea is to 

combine the model of Levenberg-Marquardt algorithm with the conjugate gradient to establish the 

optimization approach of SCG. For this  

 

In (20) where 𝑠 is the approximationof Hessian matrix, where 𝐸′ 𝑤 𝑘  is the Hessian scalar which is 

the gradient of E, while the scaling factor λ𝑘  and 𝜎𝑘 in (20) is used to approximate the Hessian matrix 

so that their range as follows; 0<λ𝑘< 10
-6

 and 0<𝜎𝑘< 10
-4

. 

 

The factor of𝛽𝑘calculation and direction of the searching step can be shown as in (21) and (22) [38]. 

 

𝑠𝑘 =
𝐸′ 𝑤𝑘 + 𝜎𝑘𝑝𝑘 − 𝐸′ 𝑤𝑘 

𝜎𝑘

+ λ𝑘𝑝𝑘  

(20) 

𝛽𝑘 =
  𝑔𝑘+1 2 − 𝑔𝑘+1

𝑇𝑔𝑘 

𝑔𝑘
𝑇𝑔𝑘

 
(21) 

𝑝𝑘+1 = −𝑔𝑘+1 + 𝛽𝑘𝑝𝑘  (22) 

 

Lavenberg-Marquardt back-propagation algorithm  

LM algorithm was designed to approach second-order training speed without having to compute the 

Hessian matrix [39], [40]. The relationship between Hessian matrix is given by H and the Jacobian 

matrix denote as J can be rewritten as (23), while in (24) shows the gradient vector denote as g and e 

is a vector of network error. 

𝐻 = 𝐽𝑇𝐽 
 

(23) 

𝑔 = 𝐽𝑇𝑒 
 

(24) 

The LM algorithm uses the derivation of the Gauss-Newton algorithm, as presented in (25), where the 

scalar 𝜇 will make this equation merely as a Newton’s method if it value is zero. Meanwhile if the 

scalar 𝜇 value is greater, (25) is becomes a gradient descent.  

 

𝑥𝑘+1 = 𝑥𝑘 −  𝐽𝑇𝐽 + 𝜇𝐼 −1𝐽𝑇𝑒 (25) 

The idea of using Newton’ method in LM are, to have fast and accurate (minimum error). Thus, the 
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scalar 𝜇 will change increase and decrease accordingly at each iteration. This will make the LM 

technique is better than the conventional gradient descent techniques[36]. 

 

Evaluation measurements 

A binary classification is implemented in this experiment. Three classifiers are used to classify labels 

instances as either positive or negative. Subsequently, results are represented in a format known as a 

confusion matrix. 

 

Confusion Matrix 

To evaluate the output performance of this model, we use the confusion matrix (CM) as shown in 

Table 2. The statistical values are calculated from this table for evaluation the algorithm performance. 

From these attributes some statistical parameters for showing the algorithm performance can be 

calculated such as the specificity (Sp), sensitivity (Se), and accuracy (Acc). 

 

Russell [41], called the confusion matrix as error matrix or contingency table. He demonstrated the 

usage of this error matrix for the classification system, the sampling scheme, the sample size, spatial 

autocorrelation, and the assessment techniques.  

 

In the confusion matrix, there are four different situations to represent the data. The elements of true 

positive (TP) in Table 2, represents the number of samples in the classified correctly by the classifier 

as a positive (abnormal eye). Meanwhile, the elements of true negative (TN), represents the number of 

samples in the classified correctly by the classifier as a negative (normal eye). The confusion matrix 

will gain 100% accuracy if both TP and TN detected correctly for each class.  

 
Table 2. The confusion matrix with statistical calculation 

  Actual 

  Positive Negative 

Predict 
Positive TP FP 

Negative FN TN 

 

The sensitivity (Se) is the measure of the positive elements, which are correctly identified as true by 

the  algorithm, (e.g. the percentage of the eye samples which are correctly identified as having the 

condition of the disease).  The sensitivity calculation is given by (26). 

 

𝑆𝑒 = 𝑇𝑃𝑅 =
𝑇𝑃

𝑃
=

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(26) 

 

The specificity (Sp) as shown in (27), is a measure of the percentage the negative rate, which is 

opposite to sensitivity (e.g., the percentage of the eye samples which are correctly identified as not 

having the disease). 

 

𝑆𝑝 =
𝑇𝑁

𝑁
=

𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

(27) 

 

Theaccuracy (Acc) can be calculated as (28), is a measure of the positive and negative classes that are 

correctly identified by the algorithm. 

 

𝐴𝐶𝐶 =
𝑇𝑃 + 𝑇𝑁

𝑃 + 𝑁
 

(28) 

 

The positive and negative predictive values (PPV and NPV respectively) are the proportions of 
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positive and negative results in statistics and diagnostic tests that are true positive and true negative 

results, respectively. Both are shown in (29) and (30). 

 

𝑃𝑃𝑉 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(29) 

  

𝑁𝑃𝑉 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑁
 

(30) 

 

To demonstrate the statistic’s values of the algorithm's assessment, as tabulated in Table 3, the 

equations (26) to (30) are used. From the BR's CM the values of each instance are; TP=49, FP=0, 

TN=74, and FN=2. 

 

𝑆𝑒 =
49

49 + 2
= 96.08% 

 

𝑆𝑝 =
74

74 + 0
=  100% 

 

𝐴𝐶𝐶 =
49+74

51+74
= 98.4% 

 

𝑃𝑃𝑉 =
49

49+0
= 100% 

 

𝑁𝑃𝑉 =
74

74+2
= 97.37% 

 

The full statistical values as tabulated in Table 3 below. In this table, also gives the numbers of CM's 

attributes of classifiers output. 

 
Table 3. The performance evaluation comparison for CA classification of BR. 

A FP TN FN Se (%) Sp (%) PPV (%) NPV (%) ACC (%) 

49 0 74 2 96.1 100 100 97.3 98.4 

Note: TP = True Positive, FP = False positive, TN = True negative, FN = False negative, Se = sensitivity, Sp = specificity, 

PPV = Positive predictive value, NPV= Negative predictive value, ACC = Accuracy 

 

3. Experimental and Result Analysis 

 

In this section, the quantitative assessment is presented to classify CA by using three types of 

classifiers, namely BR, SCG, and LM. In order to evaluate the classifiers performance, the confusion 

matrix (as explained in sub-section 2.4.1) is used to calculate the statistical values. 

 

Table 4 shows the values of all the performance evaluation by previous researchers, and also three 

types of the classifiers tested in this experiment. It shows the comparison of classifiers extracted from 

the confusion matrix presented, such as the Se, Sp, Acc, Ppv, and Npv.  

 
Table 4.  The comparison of the proposed methods against the previous techniques for the CA classification 

Method Authors 
Se     

(%) 

Sp  

(%) 

Ppv 

(%) 
Npv (%) 

Acc 

(%) 

RBF Acharya U et al. 2007[12] 90 100 100 91 95 

ANN 

Acharya U et al. 2006[13] 

85 100 100 80 90.74 

FUZZY 89 100 100 83.33 92.73 

ANFIS 89 100 100 83.33 92.73 
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Method Authors 
Se     

(%) 

Sp  

(%) 

Ppv 

(%) 
Npv (%) 

Acc 

(%) 

SVM Mahesh et al. 2016[14] 94 98 97.91 94.23 96 

HNFNN Nasution et al. 2009 [17] NA NA NA NA 93.3 

HNFNN Nasution et al. 2015 [15] NA NA NA NA 93.6 

LM 

Proposed algorithm 

84 95.95 93.48 89.87 92 

SCG 75.51 93.24 88.37 84.15 85.6 

BR 96 100 100 97.37 98.4 

  NA = not available. 

 

It is highlights, the accuracy results of the classifiers, for comparison. It has shown that the highest 

percentage of accuracy is by using BR classifier, i.e.by 98.4%. Meanwhile, the lowest percentage of 

accuracy is to use a classifier SCG, i.e. by 85.6%, where the value still acceptable as a good to the 

classifier for classifying the CA. From this chart, we can conclude that the classification accuracy 

using BR classifier (proposed classifier) is the best compared with other types of the classifier. 

 

It's demonstrated the BR classifiers showing superiority as compared to LM, SCG, RBF [12], 

ANFIS[13], and SVM [14]. We have made a comparative analysis of the proposed system with the 

methods employed by previous researchers. However, some issues arise with respect to database 

benchmarking, because between our database and the researchers cited, do not use the same database. 

In order to get the samples for normal eye, we have to use a database that is publicly available, such 

as UBARIS[42], CASIA [19], and IITD [21]. Meanwhile, for CA eye we have collected from the 

images publicly available such [43]–[49] and other medical and iridology websites.  

 

The performance valuation of the classifier using the receiver operating characteristic (ROC) also 

presented as in Figure 6. For classification purposes, class 1 and class 2 is used to represent the 

abnormal and normal respectively. The data-sets are trained, tested, and validated by the classifier's 

algorithm for classification according to each class. Based on the results of this classification, various 

threshold values of the true positive rate (TPR) and negative positive rate (FPR) will be plotted using 

ROC curve. 

 

The ROC curve for BR as shown in Figure6 (a), demonstrated the percentage of positive predictive 

value (PPV) is 98% while for negative predictive value (NPV) is 97.3%. The second ROC graph from 

SCG performance (Figure6 (b)), the PPV and NPV are 88.4% and 84.1% respectively. Meanwhile, 

the third ROC graph for LM (Figure6 (c)), the PPV is 93.6% and NPV is 91%.  

 

   

Figure 6. The ROC output of the classifier, (a) BR, (b) SCG, and (c) LM. 
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4. Conclusion 

 

In this paper, the classifications of the diseased eye using neural network classifiers are implemented. 

Three types of classifiers namely BR, LM and SCG are used in this experiment to find the best 

classification the CA. For the inputs of the classifier, we have used the features of GLCM matrix. The 

Kruskal-Wallis is used to test the inputs data (image features) of the classifier are from the same 

distribution or not. These image features were divided by the ratio of 70% for training, 15% for 

testing, and 15% for validation for the process of classification. In this experiment, we found that BR 

classifier is the best for classification with 98.4% of accuracy.  

 

In the future, this study could be used to classify other types of eye diseases. Research will be done to 

find the best way to get the image features that will be used in machine learning and neural networks. 

In addition, the use of larger databases can be taken into account as it can see how relevant the 

classification process is. 
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